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ABSTRACT

The CDF collaboration has measured the differential elastic cross section deoe/dt. the single diffraction dissociation
double differential cross section d?e.q/dAM>dt and the total inelascic cross section for antiproton-proton collisions at
center of mass energies /3=>346 and 1800 GeV. Data for this measurement have been collected in short dedicated
runs during the 1988-1989 data taking period of CDF. The elastic scattering slope is 15.28 + 0.58 (16.98 % 0.235)
GeV™? at /3 = 346 (1800) GeV. Using the luminosity independent method (1 + p¥loT is measured to be 62.64 £ 095
{81.83 £ 2.29) mb at /3 = 546 (1800) GeV. Assuming p = 0.15 the elastic, total and single diffraction cross sections

are g = 12.87 £0.30, or = 61.26 + 0.93 and 7.4 =

Teq = 9.46 & 0.44 mb) at /3 = 346 (1800) GeV.

Experimental Method

The luminosity-independent method is based on the
sirnultaneous measurement of dR,.;/dt, the elastic scat-
tering rate as a function of the four-momentum transfer-
squared (¢}, and of the total inelastic rate R;,. The
157 (he)?
) 14p*
dfei/dti=0 where p is the ratio of the real to imaginary

Rei+Run X . R
part of the forward elastic scattering amplitude.

total cross section 1s then derived as ey =

The CDF detector has been described in detail inf1].
For this measurement, the CDF tracking system was
supplemented with a small angle magnetic spectrom-
eter in the accelerator tunnel and forward telescopes
close to the central detector. The spectrometer pro-
vided detection and angle measurement of elastically
scattered p and p, and momentum analysis of the re-
coiling § The telescopes extended the detector accep-
tance for inelastic fragments to {n| < 6.7. The trigger
covered 3.2 < || < 6.7 on each side of the interaction
region (East and West). A complete description of the
apparatus and of the data analysis can be found in[2].

Elastic Scattering

A first selection removed triggers due to satellite
bunches and high multiplicity events due to beam losses
and interactions in the beam pipe. Since trajectories
ot each side were measured 1n more then one detec-
tor, multiple tracks ambiguities could be resolved by
choosing the pair with best collinearity. The final sam-
ple was obtained applying ~ 4o cuts on the track im-
pact parameters and collinearity. The residual back-
ground contamination (~ 0.5%) was statistically sub-
tracted from the data dRe/dt distribution. The elastic
slope bg; and the optical point A = dRe/dt]; =g were de-

789 + 0.33 mb (g, = 19.70 £ 0.85, or = 80.03 £ 2.24 and

rived by fitting to the data the exponential form 4.e®=".

The fit vielded by = 15.28 £ 0.58 (16.98 £ 0.24) GeV~*
at /s = 546 (1800) GeV. In order to obtain the A and
R, data at /s = 546 GeV have been refitted with the
additional requirement by = 15.35+0.20 GeV ™32, as in-
dicated by the more precise UA4 and UA4/2 measure-
ments[3]. The statistical error on A was 1.2% (3.0%) at
V5 = 346 (1800) GeV. The various sources of system-
atical errors contributed a total additional 0.5% uncer-
tainty on .4 and 0.3% on by at both energies. Assuming
an s-dependence of the slope b,y = b‘O +2a In{s/sy). the
data at /5=546 and 1800 GeV yield ¢ =0.3440.07. A
fit including also the ISR data yields o' =0.260.02.

Inelastic Non-Diffractive cross section

The total inelastic rate has been obtained by mea-
suring separately its diffractive and non-diffractive com-
ponents. Inelastic non-diffractive events were triggered
by the West - Eest coincidence, which detected more
than 98% of the inelastic non-difiractive events and
the high-mass tail of the single diffraction dissociation.
Most background was removed with time of flight cuts
and by using the CDF vertex chamber to tag particle
showers oniginating upstream of the interaction regien.
In the remaining eveuts, tracks and trigger counter tim-
ing information were conibined to obtain the z-distribu-
tion of the event vertices. Comparison of this distri-
bution with those from Moate Carlo simulation and
from a sample of tagged background showed no residual
background at /s = 546 GeV, and a small contamina-
tion {~ 10%) at 1800 GeV, which was statistically sub-
tractec. The simulation was also used to estimate the
corrections for events without a valid vertex (< 0.5%)
or lost due to the partial angular coverage of the trigger

(=~ 1%]).



Single Diffractive Dissociation

Single diffractive events are characterized by the pres-
ence of a quasi-elastic recoil antiproton with a differen-
tial distribution sharply peaked at both small angles
and small diffracted masses M, = /s-(1 — r) with
I = pp/Pream. These events were triggered by the co-
incidence of proton fragments on the East side of the
interaction region and of an antiproton on the West
side of the spectrometer. (Good events were selected as
in the elastic and inelastic non-diffractive triggers, by
requiring the validation of both the antiproton trajec-
tory and the event vertex. The background contami-
nation (€ 1% at /5 = 546 GeV, ~ 1% at 1800 GeV)
was statistically subtracted from the recoil d2N/dA 2 dt
cdistribution.

The single diffraction dissociation contribution was
estimated by fitting the d* N/dM?2dt distribution of the
data with the standard triple-Pomeron Regge formula.
Assuming a linear Pomeron trajectory, ap(ty = 1 +
¢ + a't. the PPP form becomes d*a,q/dM2dt = G(0) -
i(s/50)¢ elbot2ain(s /M) (s/MZ2)1*e. In order to ac-
count for the non-diffractive contribution at & > 0.85,
the empirical term d%c,q/dedt = I - (1 — £)7 Pt was
added. The total single diffractive rate was obtained by
integrating the fitted distribution over the full momen-
wum transfer in the diffraction region 1.5 GeV? < M7 <
0).155, and multiplying by a factor of two to account for
the dissociation of the antiproton. The contribution to
tlie total inelastic rate, Ry, , was integrated after remov-
ing the events which also gave a West - East trigger. In
the fit we assumed a =0.25 GeV~? in order to reduce
the number of free parameters. Fit results are hsted
in Table 1. The Regge form of the diffractive slope

Table 1: Fit results

73 (GeV) 546 18G0
@4 (mb) 7.8940.33 9.46+0.44
G(0}(s/s0)* (mb/GeV?)  3.55+0.35 2,5340.43
¢ 0.17T%#0.011  0.129+0.022
bo (GeV™F) 7.740.6 4.240.5
ong (mb) 1.240.2 2.520.5

[ (mb/GeV?) 5371500 1627,5°
bo(GeV™?) 10.2+1.5 T.3%1.0
2 0.71£0.22 0.1040.16

bea = bg + 0.5 GeV™?  In(s/M2) fits well our data at
each energy, but with different #;’s. This could be a
consequence of the fact that low masses (M2 <6 GeV?)
have steeper slopes than those given by such formula.
By taking into account a possible £0.1 GeV~* uncer-
tainty on o, and possible contributions from trajecto-
ries other than the Pomeron, final systematic errers on

¢ anc by are obtained: d¢ = £0.011 and dbq = £1.5

GeV~? at both energies. The overall systematical error
l . L.

on @, due to uncertainties on ¢ and on @ is < 1%.

Conclusion

(Combining the elastic and inelastic rates, we obtain
(1+p%) o= 62.6440.95 and 81.8342.29 mb at \/s=546
and 1800 GeV, respectively. Assuming p=0.15. cur re-
sults for the total cross section are 61.262£0.93 mb at
v5=546 and 80.03£2.24 mb at /s=1800 GeV.

The elastic scattering cross sections are 12.87 £0.30
(19.70 £+ 0.85) mb at /5=546 (1800) GeV. From the
elastic and total cross section values we derive the ra-
tio r = g /or = 0.210 £ 0.002 (0.246 = 0.004). The
continuing rise of » up to /s=1800 GeV is in quali-
tative agreement with optical models predictions. but
still Far below the asymptotic regime of black-disk max-
imum absorption at which »=0.5. However, the central
apaqueness of the nucleon, has increased from 0.36 at
the ISR to 0.492+40.008 at /5=1800 GeV and is close
to the unitarity bound of .5 corresponding to complete
absorption at zero impact paramneter,

The total inelastic cross sections are measured to he
483940 £6 (A0.33=1.40) mb at /s=546 (1800) GeV.
Single diffraction dissociation contributes with 7.89 +
0.33 (9.46 + 0.44) mb. In terms of single-Pomeron ex-
change. the pp total cross section, o7, behaves at high
energies as s°#(% -1 = ¢ From our measurements of
or at /$5=546 and /s=1800 we derive ¢ = 0.112 %
0.013. In good agreement with the average e-value
0.125+0.010£0.011 obtained from she single diffraction
A 2-dependence at our two energies. In terms of triple-
Pomeron exchange, when using e = 0.112£0.013 {{from
the rise of or) and by = 6.0 GeV~? (average over our
two energies), the value of o,4=7.89£0.33 mb measured
at \/5=546 extrapolates to o,4 = 13.920.9 at \/5=1800,
where we measure o,q = 9.46 +£0.44 mb. This indicates
that large screening corrections have to be introduced
in order to save the traditional supercritical Pomeron
model.
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